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Most common form of dementia

MO tiva tio IS No immunity or cure for the disease

According to WHO, more than 55 million people live with
dementia globally.

"In 2019, the estimated total global societal cost of dementia
was US$ 1.3 trillion, and these costs are expected to surpass
US$ 2.8 trillion by 2030 as both the number of people living
with dementia and care costs increase" (World Health
Organisation, 2021)




Figure 1: Example of different brain MRI images presenting different AD stage. {(a) Nondemented:
Iﬂj very mald dementia :mild dementia; modcratc dementia.

Awate et al., 2018 figure 1.1

o « Aim: Classification and prediction of demented and
A lm / nondemented brain MRI using neural networks
* ldeal outcome: High accuracy (>90%) performing model, low
variance and not overfitting.

ObjeCtiveS « Objectives:

Pre-processing data to select most relevant features.

Create neural network capable of predicting patients likely to develop Alzheimer's
disease.

Verify constantly model is not overfitting
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« Alzheimer's disease is classified into 3 stages

O Pre-clinical - Normal cognitive function

0 Prodromal - Mild cognitive impairment (MCI)

0 Dementia - Functional impairment

(Scharre D.W., 2019)
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* \WWe use various methods to find out about the demented and

Me thOd non-demented MRI Brain classification.

« Some of them are the Medulla Oblongata and other various
parts of the human brain.

* In case of any injury to the skull or the brain, we need to do a
few MRI scans in order to get the photographs of the brain in
case there is any abnormality.

» The various methods are by using an MRI scanner which helps
to record images of the human brain in case there is
any abnormality.

» Demented and Non-Demented Brain MRI classification
depends on various biological platforms and other
various Central Nervous System and Neural Studies.

e These can be classified on the basis of Neural Network and
Fuzzy Logic Theory.




Functional
Block

Diagram

Various Demented and
Non- Demented Brain
MRI classification
Images.




* Nowadays Brain MRI scanning has become very

FeaS ib ility convenient with added technology.

* New Radio Waves and Magnetic scanners at a
reasonable price are available in the market.

* These help to record and scan Magnetic
Resonance Imaging of various parts of the
Demented and Non-Demented Human Brain.

e This is the feasibility with added technology how
we can record and scan various MRl images of the
human brain with scanners and computer systems
that show the images processed.

* These kind of Scanners are available in Hospitals
and Diagnostic Centers.




Data Source

° WWW.0asis-brains.org.

* Open access series of imaging studies (OASIS)

« OASIS-2: Longitudinal MRI Data in Nondemented
and Demented Older Adults

* 150 subjects with 373 MRI sessions
64 demented
51 mild to moderate dementia
14 developed later

Rest undemented

Source:

Open Access Series of Imaging Studies (OASIS):
Longitudinal MRI Data in Nondemented and Demented
Older Adults

Marcus, DS, Fotenos, AF, Csernansky, JG, Morris, JC,
Buckner, RL, 2010. Journal of Cognitive Neuroscience,
22, 2677-2684. doi: 10.1162/jocn.2009.21407



http://www.oasis-brains.org/

| groupl10_openimage.m | groupl10_imds.m | groupl10_cnnm 2| ¢
1 Eexanple (MM code from: hUtps:/fau.mathworks.comfhelp/deeglearning/ug/create-cim :E
2
3 IaLr_'sd Lhe workspace variables
a4 load( "grouplle fullda )]
5 load( ini
G load(
7
B Eoenerate Tigure of random HRI images
=] figure;

o M atl a b 18 perm = randperm(config. number0fImages ,64);
11 for 1 = 1:64
12 subplot{8,8,1);

. 13 Inshow] imds  Files{perm{i)}});

* Deep Learning Toolbox T
3
16 EConfigure (NN layers
17 layers = |

 Built In CNN function S, grap hs and visualisations - presTaE i fremmeiton ro B 1

28 convolutionzdlayer(3,8, "Padding’ , 'sane"}
1 batchHermallizationLayer
22 relul ayer
2]
24 maxPooling2dlayer(2, 'Stride’ 2}
S
26 convolution2dlayer{3,16, "Padding ', "same’ )
27 batchlormalizat LonLayer
28 relul ayer
4\ Deep Learning Network Analyzer - X 29
i i ir 3 TSP 3
Analysis for trainNetwork usage 3 maxPooling2dlayer(2, 'Stride”, 2}
3
Name: net =
15 0 00 33 lutios . adding',"same')
Analysis date: 09-Jan-2022 15-46:52 32 convolutionzdlayer({3,32, "Padding ', e’ )
33 batchlormalizat ionLayer
e reluLayer
Name Type Activations Learnables 35
¢ |imageinpu = . N .
i Ellmagemmll Image Input B4xpax1 - 36 FullyComed tedlayer{config. numberofclasses)
64x54x1 images with ‘zerocenter’ normakization
¥ 5 .
[ 2 conv_1 Convolution 6ax64x8 Weights 3w3wlxg ] softnaxlayer
; 8 3%3%1 convolutions with stride (1 1] and padding 'same’ Bias 1x1x5 3 classificationLayer];
. 2 batchnorm_1 Batch Normalization | 64x64x8 Offset 1x1x8 -
$ patotnorm_1 Batch nermalization with & channels Scale 1x1x8 3
| 4 Jrelu_1 RellU 6ax6458 - 4 nfigure (MM options
. ReL0 i i N
= 4 glions = TrainingOptions( sgdm”,
! 5 maxpool_1 Max Pooling 32x32x3
22 max pooling with stride [2 2] and padding [0 0 0 0] 42 LearnRate' @8.841, ...
$ maxpeal 1 e conv_2 Convolution 32x32x16 Weights 3x3x8x16 =] v a
Y 16 3x3x8 convelutions with stride [1 1] and padding "same’ Bias 11516 <= I
b com 2 7 [batchnorm 2 Batch Normalization | 32+32¢16 Offset 11x16 a4 s Every- poees
- Batch normakzation with 18 channels c <1x16 i ol 4 "
4 Seale 1e1e1s 45 Data®, imdsValidation, ...
relu_2 RelU 32x32:16 _ i
& batchnorm_2 RelU 45 requency ' 38, ...
1 e |maxpool 2 i . Max Pooling 16%16x16 A7 Verbose' ,false,
2x2 max pooling with siride [2 2] and padding [0 0.0 0]
¢ ren_2 conv_3 Convolution 16x16+32 Weights 3w3w1gw32 48 Plots', 'tralning-y 1i
1 32 3x3x18 convalufions with stide [1 1] and padding 'same’ Bias  1x1x32 ag
maxpaol_2 | batchnorm_3 Bach Normalization  |16x16x32 Offset 1x1x32 - ol
) Extch normalization with 32 channels Scale 1x1x32 ] E Run CHN Training
' 5 & P "
z relu_3 ReLU 16%16%32 51 mel = CralnMetwork(IndsTrain,layers options);
#cony_3 ReL0
x -
T 13 i Fully Connected 1x1x2 Weights 2x8192 ==
2ully connected layer 81 21 - x T P
+ baichnom_3 as 53 BClazsify vallidati images
! N Softmax 2 54 YPred = classify(net,imdsValidation);
® e 3 Classification Output [ 1x1x2 [
crossentropyex with classes Demented and Nondemented’ o . .
! 56 Evalidation Dataset labals
| &d 57 Ywalidation = imdsWalidation.Labels;
1
58
# softmax - T .
| 59 ECaluclate CCN classification accuracy
| G- GE aicuracy = sumiYPred == Yvalldation)/numel(¥Walidatlon)
61
62 EAnalyze Network

a3 analyzeNetworkinet)




Functional Block Diagram

Evaluate CNN performance
in classifying images to
Demented/NonDemented

Split Data Set into Training Train CNN with Training
and Validation subsets Data

Data Source Wrangling

Pooling Layers

. Convolutional (scale down Rectified Linear Fully Connected Loss Layer

layer (filters) sections of Unit (ReLU) layer (cIasI;ia:‘?/ceartion) mis(clTaesr']s?fliIz:;on)
image)

Input Images
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What we have
achieved so far?

» Data Wrangling

Matlab Scripts to convert MR files to 64 x 64 pixel
images

Import images into Matlab image datastore
structure

Labelling images with classification (Demented /
Nondemented)

Splitting data into training (70%) and validation
(30%) subsets

* Ran through Matlab example
Convolutional Neural Network script

Baseline accuracy: 79%
Show feasibility of method

Room for improvement with CNN structure and
training
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® Setup of example
CNN Matlab script




e Automated classification of Alzehmier's from MR

CO nClus iOn images is a powerful tool to assist medical

professionals

* Our projects aims to develop a Convolutional
Neural Network to accurately and automatically
classify patients as demented / nondemented

 So far we have completed our literature review,
data wrangling and have preliminary results with
our Convolutional Neural Network.
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